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Abstract. This study presents a comprehensive overview of the approaches em-

ployed in recommendation systems over the last decade. The review primarily 

draws from two categories of filtering techniques: content-based filtering and 

collaborative filtering methods. We have reviewed and tabulated approximately 

forty articles that have been published. Major findings include: 1) collaborative 

filtering is more often used than content-based filtering, 70% to 23%, the rest is 

hybrid methods of these two; 2) more than half of the machine learning ap-

proaches adopted are supervised learning; however, 3) algorithm-wise, K-means 

the unsupervised learning algorithm emerged as the most frequently adopted ap-

proach in recommendation systems. Also notably, cosine similarity stands out as 

the prevalent measurement technique.   
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1 Introduction 

Recommendation systems aim to suggest or recommend additional products or content 

to consumers based on their past purchasing behaviors and preferences. Machine learn-

ing is the frequently used approach for constructing recommendation systems, as their 

capability of analyzing large sets of data. With the increasing popularities of online 

shopping and online streaming contents, there has been growing interest among com-

puter scientists and data scientists to develop the best approaches and processes for 

recommendation systems.  

To achieve optimal performance, recommendation systems must be able to effec-

tively handle large and complex datasets, as well as incorporate a range of different 

data sources and algorithms. In recent years, machine learning has played an increas-

ingly significant role in developing more sophisticated and accurate recommendation 

systems, including approaches like collaborative filtering, content-based filtering, and 

hybrid systems that combine multiple approaches.   

2 Literature review  

Table 1 summarizes the approaches used in the research and project works related to 

recommendation systems between the years 2012 to 2023.     

Table 1. Summary of approaches used in the past decade 

Year  Categories  Approach & Evaluation Method  Type  

2013 [1]  Item Categories   Random-Walk Based Algorithm  Unsupervised  

2013 [2]  TV Programs  K-means and K Nearest Neighbor  Mixed  

2013 [3]  Product reviews  Latent Class Regression model, 

(LCRM), K- Means and K - Nearest 

Neighbor  

Mixed  

2013 [4]  Item Rating  Pearson Correlation Similarity and 

Mean Absolute Error  
Mixed  

2014 [5]  User Preferences  Cosine Similarity and Mean Abso-

lute Error  
Unsupervised  

2014 [6]  Movie Catego-

ries  
Matrix Factorization and Mean Ab-

solute Error  
Supervised  

2014 [7]  Product and 

User  
Aprioria Algorithm, Jaccard Simi-

larity  
Unsupervised  

2014 [8]  Book Reviews  Opinion Mining and Naive Bayes  Unsupervised  

2015 [9]  User Rating  Fuzzy Multi Criteria Decision Mak-

ing Approach  
Supervised  

2015 [10]  Product and 

User  
Modified Cosine Similarity  Unsupervised  
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2015 [11]  Book features  Opinion Mining  Unsupervised  

2015 [12]  Item Rating  Cosine Similarity, Jaccard Similarity 

and Mean Absolute Error  
Unsupervised  

2016 [13]  Item Rating  Mean Absolute Error  Semi-Supervised  

2016 [14]  User Rating  K-mean Algorithm and Gradient De-

scent Approach  
Unsupervised  

2016 [15]  Suggest Haircut 

with Face con-

tour  

Support Vector  Semi-Supervised  

2016 [16]  Website   K-mean Algorithm  Unsupervised  

2017 [17]  Movie list  Support Vector Machine and Ge-

neric Algorithm  
Unsupervised  

2017 [18]  TV Stream  Logic Regression and Stochastic 

Gradient Descent  
Reinforcement  

2017 [19]  IoT infrastruc-

ture   
Bayesian Network, Naive Bayes, 

Decision Tree, Random Forest  
Reinforcement  

2017 [20]  Item Categories   Pearson Correlation Similarity, 

Mean Absolut Error and Root Mean 

Square Error  

Semi-Supervised  

2018 [21]  Audio sample 

through log  
Convolutional Neural Network 

(CNN) Approach  
Unsupervised  

2018 [22]  User Preferences  Jaccard Similarity and K-means  Unsupervised  

2018 [23]  Music & Audio  K Nearest Neighbor, Naïve Bayas, 

Decision Tree, Support Vector Ma-

chine and Random Forest  

Reinforcement  

2018 [24]  Product reviews  Cosine Similarity, Modified Cosine 

Similarity and Pearson Correlation 

Similarity  

Unsupervised  

2019 [25]  User Rating  Modified Cosine Similarity   Supervised  

2019 [26]  Query related 

code segments  
Hamming Distance, Cosine Similar-

ity and Euclidean Distance  
Supervised  

2019 [27]  Online Course  K-means Algorithm, Apriori and 

SPADE Algorithm were compared  
Unsupervised  

2019 [28]  User Personaliza-

tion  
Matrix Factorization, Pearson Corre-

lation Similarity and Mean Absolute 

Error  

Unsupervised  

2020 [29]  Products  Modified Cosine Similarity and 

Clustering  
Unsupervised  

2020 [30]  Item Categories   Singular Value Decomposition 

(SVD), Matrix, Factorization and 

Cosine Similarity  

Supervised  

2020 [31]  Loan Prediction  Logistic Regression and Random 

Forest  
Supervised  

2020 [32]  User Behavior  K-means, FunkSVD Algorithm Co-

sine Similarity, Pearson Correlation 

Coefficient and Euclidean Distance  

Unsupervised  

2021 [33] Topic Modelling Latent Dirichlet Allocation (LDA) 

and Jensen-Shannon, Distance  
Semi-Supervised  
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2021 [34] Product reviews Singular Value Decomposition and 

K-means Algorithm  
Unsupervised  

2021 [35] Restaurant Weight Score and Cosine Similarity  Supervised  

2021 [36] Product reviews K-Means  Unsupervised  

2021 [37] Real time item Contextual Cluster, Euclidean Dis-

tance  
Reinforcement  

2022 [38] Tweet Texts Latent Dirichlet Allocation (LDA), 

Hierarchical Dirichlet Process 

(HDP), Laten Semantic Indexing 

(LSI), Non-Negative Matrix Factori-

zation (NMF) and Structural Topic 

Model (STM)  

Unsupervised  

2022 [39]  Coffee Shop  Modified Cosine Similarity and 

Mean Absolute Error  
Supervised  

2022 [40]  Leather Product  Modified Cosine Similarity and 

Mean Absolute Error  
Unsupervised  

2.1 Approach overview  

The field of recommendation systems has seen the development of two major ap-

proaches: collaborative filtering and content-based filtering. Collaborative filtering is a 

technique that recommends products or content based on the preferences and behaviors 

of other users with similar tastes. This approach can identify similarities in user behav-

ior and make recommendations based on those similarities [5,22,27,33]. Content-based 

filtering, on the other hand, uses the characteristics and attributes of products to make 

recommendations. This approach can suggest equivalent products based on shared fea-

tures or themes.  

To achieve even more effective recommendation systems, a hybrid approach can be 

utilized. By combining both techniques, a system can take advantage of the strengths 

of each to provide even more personalized recommendations. For example, a hybrid 

system could use collaborative filtering to identify groups of users with similar inter-

ests, and then use content-based filtering to recommend specific products to those 

groups. Research has demonstrated the efficacy of collaborative filtering in recommen-

dation systems, as evidenced by its frequent usage in commercial and research applica-

tions. However, both approaches have their own strengths and limitations, and the best 

approach will depend on the specific context and goals of the system. As illustrated in 

fig. 1, Collaborative Filtering approach was the most widely used.   
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Fig. 1. Approach Overview 

  

2.2 Type of Machine Learning  

Recommendation systems can be classified into several types based on the way data is 

interpreted and learned. These categories include supervised learning, unsupervised 

learning, semi-supervised learning, and reinforcement learning. Supervised learning 

utilizes a prepared dataset that has knowledge of several areas to make recommenda-

tions. Conversely, unsupervised learning does not involve preset datasets, and the com-

puter must use several methods to discover underlying patterns [20,31]. Semi-super-

vised learning is a hybrid approach that includes some given labelling, similar to super-

vised learning, but significantly less. The focus is on analyzing datasets and discovering 

connections [31]. Reinforcement learning is another type of machine learning, where 

the goal is to accomplish a specific objective by carrying out a sequence of events that 

take the previous one into consideration. Multiple criteria are considered throughout 

the process.  

The distribution of these four machine learning types across reviews is illustrated in 

Fig. 2.   
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Fig. 2. Type of Machine Learning used 

3 Results   

K-means is the most often used algorithm, accounting for 30% of all articles. The dis-

tribution of algorithms among the papers examined (see Fig. 3.). 

A variety of techniques are used to achieve different objectives in data analysis. 

Among them, the K-means algorithm is commonly used to categorize individuals into 

groups. The ability to divide users into smaller, more manageable groups can facilitate 

comparisons between them and speed up algorithms by reducing computation require-

ments.  

To accomplish this, the K-means algorithm selects the same number of vector points 

as the desired number of clusters. These points can be either data vectors or entirely 

random points. The algorithm then determines the distance between each data vector 

and the cluster points, assigning each vector to the closest cluster. Next, each cluster's 

center is calculated by averaging all vectors within that cluster. The distances between 

each vector and the cluster center are reevaluated, potentially leading to some vectors 

shifting to a different cluster based on proximity. If any vectors change their cluster 

assignment, the center of the affected cluster is recalculated by averaging all of the 

vectors now included in that cluster. This process of measuring distances and reevalu-

ating centers continues until no further vector changes its cluster assignment, at which 

point the clusters are established [1,2.27,32].  
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Fig. 3.  Algorithm overview 

  
There are many methods available to measure the distances and similarities between 

vectors. By utilizing techniques such as K-means clustering and cosine similarity, re-

searchers can more effectively analyze large and complex datasets, facilitating a wide 

range of applications across multiple fields. Cosine similarity is the approach that is 

most frequently employed across all articles.  

In order to assess the degree of similarity between multiple users, a variety of algo-

rithms have been developed. The two most common algorithms are cosine and Pearson 

correlation similarities. To facilitate this process, the data must first be transformed into 

a numerical format, which results in a series of vectors. By comparing these vectors 

and determining their similarity, it becomes possible to compare the different users and 

assess their level of similarity [20,25,32,40].   

Algorithms can be customized to provide benefits or overcome drawbacks, depend-

ing on the situation. For instance, you can calculate the distance between two vectors 

using cosine similarity, but you can also refine the calculation by including the vector's 

average in all the numbers. This improved cosine similarity can enhance the accuracy 

of the algorithm and prevent rating issues if ratings are used in an approach [10,25].  
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Fig. 4.  Measurements approaches 

The addition of a new item or user to the system poses a challenge known as the 

"cold start" problem. This issue arises from the system's attempt to compare objects or 

user profiles that lack adequate data. For instance, a new item may belong to a novel 

category that has not been established, or it may lack any ratings. Similarly, the profile 

information available for new users may be limited, thereby constraining the data avail-

able for the algorithms to compare user profiles or objects. A solution to mitigate this 

issue is to combine collaborative filtering with content-based filtering. One approach is 

to suggest new goods, while another involves creating recommendations for users based 

on the profiles of trustworthy individuals [4,30,37].  

4 Conclusion 

In summary, the K-means algorithm emerges as the most frequently employed tech-

nique, with mean absolute error being the predominant evaluation metric across all ap-

proaches. Originally developed for signal processing as a clustering method of vector 

quantization, K-means has transitioned into various applications within recommenda-

tion systems across diverse industries, even encompassing the analysis of TV programs. 

Further research should expand upon this review, delving into a comprehensive explo-

ration of the implementation of each algorithm and approach. 
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